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Abstract
Calculating similarities between objects defined by many heterogeneous data
modalities is an important challenge in many multimedia applications. We use
a multi-modal topic model as a basis for defining such a similarity between ob-
jects. We propose to compare the resulting similarities from different model re-
alizations using the non-parametric Mantel test. The approach is evaluated on a
music dataset.

1 Introduction
Calculating similarity between objects linked to multiple data sources is more urgent than ever. A
prime example is the typical multimedia application of music services where users face a virtu-
ally infinite pool of songs to choose from. Here choices are based on many different information
sources including the audio/sound, meta-data like genre, and social influences [1], hence, attempts
of modeling the geometry of music navigation have taken on a multi-modal perspective. In fusing
heterogeneous modalities like audio, genre, and user generated tags it is both a challenge to establish
a combined model in a ’symmetric’ manner so that one modality do not dominate others and it is
challenging to evaluate the quality of the resulting geometric representation. Here, we focus on the
latter issue by testing the consistency and sanity of derived inter-song (dis-)similarity by means of
direct comparison between similarities using the Mantel permutation test.

Topic models have previously been used to infer geometry in the image and music domain, e.g. by
[2] combining audio features and listening histories. In [3] images and tags were analyzed, also by
means of multi-modal topic model. In [4] music similarity is inferred with a nonparametric Bayesian
model, and [5] describe multiple multi-modal extensions to basic LDA models and evaluate the
models on an image information retrieval task. Furthermore, topic model induced similarities among
documents have been put to use in a navigation application [6], and different similarity estimates are
also discussed in relation to a content-based image retrieval problem [7].

2 Model & Inference

To be able to measure similarities between objects, a representation of these objects is needed. In
this work we use a version of Latent Dirichlet Allocation that incorporates multiple sources of infor-
mation into a joint object representation similar to [5]. Each object is represented by a multinomial
distribution over topics which is common for all of the modalities composing the object. Each topic
is defined by a set of multinomial distributions over features, each of which is defined on the vo-
cabulary specific for a modality. To explain the characteristics of the model, the assumed generative
process for objects is outlined in figure 1 together with a graphical representation of the model.
The difference from a number of individual LDA models, each defined on a separate modality, is
that each object is described by a single, shared distribution over topics, which potentially induces
strong dependencies between the feature distributions representing the same topic in the individual
modalities.

Performing inference in the model amounts to estimation of the posterior distributions over the
latent variables. We use a Gibbs sampler inspired by the sparsity improvements proposed by [8].
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• For each topic indexed by t ∈ [1;T ] in each modality in-
dexed by m ∈ [1;M ]

Draw φ
(m)
t ∼ Dirichlet(β(m))

This is the parameters of the tth topic’s distribution over vo-
cabulary [1;V (m)] of modality m.

• For each document indexed by d ∈ [1;D]

– Draw θd ∼ Dirichlet(α)
This is the parameters of the dth documents’s distribu-
tion over topics [1;T ].

– For each modality m ∈ [1;M ]

∗ For each word w in the mth modality of document
d
· Draw a specific topic z(m) ∼ Categorical(θd)

· Draw a word w(m) ∼ Categorical(φ(m)

z(m))

(a) Generative process

D

d

(b) The multi-modal Latent Dirich-
let Allocation model represented as
a probabilistic graphical model.

Figure 1

For evaluation (see section 4), we use point estimates θs and φs derived from a sample zs from the
Markov chain, by taking the expectations of the respective posterior Dirichlet distributions defined
by zs. In this work we choose the state of the chain with the highest model evidence within the
last 50 out of 4000 iterations. Hyper-parameters are optimized using fixed point updates [9, 10].
The prior on the document topic distributions is an asymmetric Dirichlet with parameter α, and the
priors over the vocabularies of the respective modalities are symmetric Dirichlet distributions with
parameters β(m).

3 Similarities in Topic Models

As already hinted, there are many ways to define and calculate similarities in topic models; either be-
tween topics or documents. In this paper we focus on the latter. Most methods in literature are based
solely on the distributions of topics in the documents, θ, e.g. [4] measures the Kullback-Leibler
divergence between two such distributions, while [7] also mentions inner products and cosine sim-
ilarities as candidates. With focus on visualization, [6], introduces the yet another dissimilarity
measure based on topic proportions. [7] promotes a measure based on the predictive likelihood of
the document contents, and this approach is the basis of the method chosen here; The similarity of
two documents A and B is given by the mean per-word log-likelihood of the words of document A
given the topic distribution of document B (and the vocabulary distributions).

log p(wA|θs
B ,φ

s)∑M
m=1 N

(m)
A

, where p(wA|θs
B ,φ

s) =

M∏
m=1

N
(m)
A∏
i=1

T∑
t=1

(φ
(m)

t,w
(m)
Ai

)
>
θt,B (1)

We use this approach to calculate a non-symmetric similarity matrix between all objects in the held-
out cross-validation fold, for which the topic proportions have been estimated using “fold-in”. 1

While this similarity measure is more computationally demanding than e.g. the KL-divergence,
when the number of topics T used in the model increases, it might happen that some topics have
vocabulary distributions that are very alike and only differ on a few words. Thus two documents
with mainly the same type of content may have large proportions of different topics, causing them to
be very dissimilar according to a topic proportion based measure. For a non-parametric topic model
such as [4], this might not be a large concern, however, for parametric topic models, this should be
taken into consideration. Generally, most of the discussed similarity measures are not proper metrics
in the geometric sense, but for (dis-)similarity purposes the exact properties might not be important,
depending on the application.

1For the few held-out documents that do not contain any words in the modalities used for model estimation,
we chose to simulate a uniform distribution of words in such an empty document by one occurrence of every
word in the vocabulary.
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Comparing Similarities - the Mantel test
An important aspect of this work is the ability to assess the relations between different similarities
induced by models estimated from multiple, possibly different, heterogeneous data sources. To
compare such similarities we look at the correlation between the defined similarities. For testing
the significance of the correlations we can apply a Mantel style test [11]. The Mantel test is a non-
parametric test to assess the relation between two (dis-)similarity matrices. The null hypothesis is
that the two matrices are unrelated, and the null distribution is approximated by calculating the test
statistic for a large number of random permutations of the two matrices (excluding the diagonal
elements); permuting rows and columns together to maintain the distribution of (dis-)similarities for
each object. In this work we use Spearman’s correlation coefficient as the test statistic.

4 Experimental Results: Music Similarity

In this preliminary study we examine induced similarities in a subset of the Million Song
Dataset [12], consisting of 30.000 tracks with equal proportions of 15 different genres. Each
track is composed of data from a number of different sources: Open vocabulary tags from users
(last.fm), Lyrics (musiXmatch.com), Editorial artist tags (allmusic.com), Artist tags (musicBrainz),
User listening history (echonest), Genre and style (allmusic), and Audio Features (echonest). All
modalities—besides the audio features—are naturally occurring as counts of words and for the au-
dio we turn to an audio word approach, where the continuous features are vector quantized into a
total of 2144 words. For this pilot study we estimate topic models on combinations of groups of
modalities from the mentioned list, respectively consisting of the first 5, the genre and style labels,
and the audio. To be able to assess the model stability of the similarities, we estimate each model
five times from different random initialisations of the Markov chain. This is done for every training
set of a 10-fold cross-validation split. The correlations between all combinations of the 5 similar-
ity matrices resulting from each held-out fold are then calculated, and the resulting distributions of
correlation coefficients are shown in figure 2a. Figure 3a shows the distributions of correlations
between similarities based on audio and on the larger modality group. The correlations are evidently
much smaller than for identical models, but a Mantel test with 100 permutations suggest that the
null hypothesis of no correlation can be rejected at a significance level of at least 1% for all three
model complexities.

5 Discussion & Conclusion

The issue of stability is relevant for similarities induced by topic models using approximate inference
techniques. The correlations between similarities from identical but randomly initialized models,
can be used as a tool to gain some insight into this matter. From the preliminary results on the
music example we find the induced similarities (fig. 2) to be highly stable. Furthermore, inspecting
the similarities obtained from different data types; figure 3, we observe that while the audio model
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(b) Scatter plot of the two examples of sim-
ilarities obtained from topic models with
same parameters, but two mutually exclusive
modalities of data.

Figure 3

in itself does not seem to provide higher intra- than inter-genre similarity, it is still significantly
positively correlated to the other modality group which does possess some discriminative power in
terms of genre labels. Moreover, it seems that an increasing number of topics causes the correlation
between similarities from models estimated on different modality groups to decrease. We speculate
that this is linked to the specific topic model variant, for which [5] also note that the model describes
the joint distribution of different modalities well, but does not model the relations between them.

In conclusion, we have proposed the multi-modal LDA as a method to define similarities in multi-
media applications with multiple heterogeneous data sources based on the predictive-likelihood.
This was extended with the Mantel test allowing direct evaluation of the consistency and correspon-
dence of the resulting similarities.
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